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Abstract—This paper considers the problem of scheduling Il. MODEL

real-time tasks with precedence and communication constiats :
on heterogeneous multiprocessor systems. Most partitiodeap- We consider a se® of m heterogeneous processors and a

proaches statically schedule the task set by computing statimes ~ SetI’ of n preemptive real-time tasks, characterized by a set

and finishing times for each task in such a way that a desired Of precedence constraints.

cost function is minimized. The resulting optimization prablem Each processas; has a specific typgt; which collects pro-

is however highly complex. The open problem proposed in this cessors in groups of performance. The processors are assume

Saper Is to reduce the overall complexity by transforming pece- ., e jinked together through a fully-connected networkafhi

ence relations into real-time constraints and exploit urprocessor . . L7 . .

scheduling results to guarantee the task set. consists of a dedicated communication link for each node pai
These links are assumed to be full-duplex and heterogeneous
meaning that data transfer may take different time for timeesa

message size, depending on where tasks are allocated.

The problem of task allocation and scheduling in multipro- A task7; allocated on processat; is characterized by a

. L ¥vorst—case computation tin@; ;. Computation times of; are
cessor systems under precedence and real-time constimints ’ .
e?ual for the same processor type. Precedence dependencies

known to be NP-Hard and has been investigated for man o represented by a direct acyclic graph. More precisedy, t

a

ears. . Lo :

y Such blem has b dominant with the devel notationr; — 7; indicates that; has to start not earlier than
uch a problem has become dominant wi € deve Opm(73-1-mfinishing time plus the communication time required for

of Multi-Processors System-on-Chips (MPSoC), distritiuteaH

I. INTRODUCTION

. ta exchange. The data transmission delay is computed as
embedded systems, and computer clusters. In spite of the ‘? g y P

ferent contexts. th Lis t ide alaorithrs fa'€ amount of data exchanged betweerand 7; divided by
erent contexts, the common goalis 1o provide algorithns @, o 1,5 5 qyidth guaranteed between the two hosting processor
the automatic allocation of tasks to optimize the compaieti

The whole application is considered to be periodic with a
resources. ) ) ] period P and a relative deadlin®. For the sake of simplicity,
Many algorithms [1] have been proposed in the literatuig 504 p are assumed to be equal. We assume that in each

and they can be divided into global and partitioned appreachy, ., cessor tasks are scheduled by Earliest Deadline FiBfE
Global algorithms pick the highest priority task from a $eng [6].

ready queue (shared by the cores) and allocate it on an avai
able processor. Partitioned approaches first allocateattkedn [1l. OPENQUESTION
the processors and then schedule them using a local scheduleMost of the proposed partitioned algorithms produce acstati
A wide range of algorithms exist, which spread from completgllocation and then a static schedule on each processor, and
searches [2], [3], meta-heuristics [4], and heuristics [5]  the application feasibility is guaranteed if and only if tagest
Most of these approaches start from a task set with prediishing time is less than or equal to the application dewdli
dence and time constraints and produce a static scheduleQur goal is to split the multi-processor scheduling problem
stored in a table and executed in a time-triggered fashidntom different uni-processor scheduling problems and exploit
The approach considered in this paper proposes to transfdhre well-known theoretical results to guarantee the falégib
precedence relations into activation times and deadlines bn each processor. In order to apply this approach, however,
each tasks and use an online scheduling algorithm to execitiis necessary to assign an activation time and a deadline to
them. The advantage of this approach is to exploit existirggach task, so that EDF can schedule them.
uniprocessor results for analyzing the schedulabilityheftask For each processor, the feasibility can be checked using the
set allocated on each processor, thus reducing the corypledrocessor Demand Criterion [7] or through the offset ariglys
to find a feasible solution. [8]. In this case the analysis is simplified because taslogeri



assumes homogeneous systems and negligible communication
costs. Moreover, for the task set illustrated in the example

/ \ assigning each flow to a different processor, their method
would makery’s activation time occue, ; units of time earlier
than its deadline, meaning thai has a relative deadline
equal to its computation time (Figure 3). Since their praced

\ / would setas = a2 and ds = d,, the task set would be
infeasible ong,, leading 3 to miss its deadline. In fact,
d3 —as = da —az > c22 + c3,2, although a considerable

amount of time is wasted till;.

This example suggests that it is worth investigating alter-

native approaches to assign activation time and deadlivags t
i guarantee feasibility while minimizing a desired cost fiimt.
da

Fig. 1. Task Graph
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Fig. 3. Buttazzo et al.'s assignment



