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Abstract—Vehicular platooning involves a group of vehicles
traveling closely together, often in a convoy-like formation,
which can lead to increased safety and fuel efficiency. However,
this type of system also presents unique secure communication
challenges. The data exchanged between platooning vehicles must
be protected from interception and manipulation, while being
readily available for all the vehicles within the platoon. The use
of encryption schemes and secure communication protocols can
help ensure data integrity. Moreover, the use of cloud services
can assist in ensuring the availability and reliability of the
communications between vehicles. In this paper, we present an
RT-cloud architecture that utilizes state-of-the-art cryptography
and cloud services for secure and reliable vehicular platooning
communications. We provide an analysis of the impact of security
and cloud schemes on the quality and stability of vehicle platoons.

Index Terms—platooning, secure vehicular communication,
security architecture, cloud, real-time

I. INTRODUCTION

The possibility of featuring cooperation between vehicles in
an intelligent transportation system (ITS) has led to the emer-
gence of connected vehicles, also called as platoons. Vehicle
Platooning is a method for driving a group of vehicles together
in transportation (Figure 1). A vehicular platoon consists of a
leader vehicle and a number of following autonomous vehicles,
where each vehicle maintains a small distance to its preceding
vehicle [1]. With the emergence in technologies like smart
cars, artificial intelligence can possibly help in taking complex
take decisions like newer vehicles joining and leaving platoons
[2]. Adding to the paradigm of being safer and efficient, these
platoons also aim at improving being environmentally-friendly
by reducing CO2 emissions [3].

Current standards of vehicular communications ETSI-ITS
and IEEE 1609.2 [4] enable the vehicles in the platoon
to exchange several types of data to enable a smart traffic
system. This data includes vehicular-monitoring data such as
the distance between the vehicles, speed, and acceleration
which then can be used in the efficient control of the vehicles.
It is of utmost importance that security in vehicle platooning
is a vital aspect for that impacts the safety of the underlying
platoon. Any compromise on this safety can result in a
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Fig. 1. Example of a platoon travelling with a safety distance between
them and communicating wirelessly their respective headings and control
information

TABLE 1
ATTACKS AND THEIR RESPECTIVE IMPACT ON THE PLATOONS

Paper | Type of the attack Impact on the platoon

(6]

Collision induction attack
Reduced headway attack
Joining without radar
Mis-report attack

Collision

Decreased performance
Decreased performance
Decreased stability

(71

Destabilization attack
Platoon control taken attack

Decreased stability
Dissolved platoon

Message falsification

collision

Message spoofing collision

[5] Message replay collision
DoS (jamming) Dissolved platoon
System tampering collision

range of consequences or attacks performed on a vehicle
platoon. These consequences can range from redirection of the
vehicles, to causing accidents on the road and to exposition
of confidential data. Some of the common attacks that are
discussed in the literature include, Message falsification attack
[5], Collision Message spoofing , Collision Message replay,
control tampering [6], Collision DoS (jamming), Dissolved
platoon and System tampering Collision [7]. Hence, there is
a dire need to establish strong security schemes to ensure the
safety of the platooning system. Some of these attacks and
impacts studied from the literature are tabulated in Table I.
Cloud-enabled platooning refers to the technology where
multiple vehicles travel closely in a coordinated manner by
utilizing the data transmitted over a cloud-based network. For
instance, in V2V communication the vehicles share metrics
such as speed, location, and acceleration to the neighboring
vehicles and in V2I and 12V communication the vehicles to
communicate their metrics with infrastructure such as traffic
signals and road sensors and the infrastructure communicates
information of the incoming lane. Cloud computing enables



hosted services, such as software, hardware, and storage,
over the Internet. Cloud enabled architectures provides us
with the benefits of rapid deployment, flexibility, low up-
front costs, and scalability. A real-time efficient cloud enabled
infrastructure that can assure some levels of determinism can
enable critical application domains like platooning.

In this paper, we present a secure real time cloud platoon-
ing architecture that utilizes state-of-the-art cryptography and
cloud hosted services in order to achieve a safe, reliable and
available communication medium between the vehicles in a
platoon. State-of-the-art cryptography is used on all commu-
nications within the platoon, ensuring a safe, authenticated,
confidential and reliable communication medium that prevents
tampering and eavesdropping on the platoon. The cloud hosted
services provide a robust and scalable infrastructure that can
handle the high demand of platooning systems while having
geographically distributed resources, enabling the system to
remain highly available and reliable even in the event of
failures in individual components. Keeping in context of the
performance requisites and real-time requirements of vehicular
platooning, we analyze the performance of our proposed
platooning architecture in order to determine the overall impact
on the stability of vehicle platooning.

The contributions of this paper are as follows :

o A real-time cloud architecture to facilitate the security
and communication challenges of a vehicular platooning
system.

o Latency analysis to analyse the impact of state-of-the-art
security algorithms and cloud services in the stability of
vehicular platooning.

« Key bit randomness analysis to show the randomness and
the strength of the keys that are generated during every
platooning session.

The rest of the paper is organised as follows, In Section
II, we present the state-of-the art security and cloud enabled
architectures in platooning systems and compare them with
our architecture. In Section III, we present our system model
where we discuss the security flow and the components of our
architecture. In section IV, we present some results of our real
time cloud model and finally conclude this paper with some
discussions and future scopes.

II. LITERATURE SURVEY

The RT-cloud solution presented in this paper focuses on
enhancing the security of vehicular platooning through the
use of state-of-the-art cryptography and cloud services. Our
framework ensures that the communication between vehicles
is secure and protected from unauthorized access or tampering.
We utilize two cloud-hosted services to further reinforce the
security of the platoon while also ensuring that the system
is easily scalable, reliable, and available. The usage of cloud
resources enables us to quickly scale the system to meet chang-
ing demands, making it a flexible solution for next-generation
transportation systems. We present the state of the art from
two fronts, firstly, we provide some background towards cloud
enabled platooning where cloud based architectures are used

in aiding control and communication in platooning. Then, we
provide background towards security in platooning that will
serve as a baseline towards the security methods we have
implemented on our architecture.

A. Cloud enabled platooning

A cloud-enabled network provides a centralized platform
for collecting, analyzing, and sharing data amongst the ve-
hicles, and aid them operate more efficiently and safely. The
collected data also can be analyzed in real-time to optimize the
platoon’s speed, distance between vehicles, and other factors.
Researchers in [8], [9] present a cloud enabled platooning
framework where vehicles report their speed and position
periodically, and the MEC (Multi-Access edge Computing)
runs a platoon formation algorithm to form platoons and define
the acceleration of each vehicle to maintain formation with
the necessary safety distance. The proposed real-time cloud
architecture for vehicle platooning leverages the benefits of
a cloud-enabled network, as highlighted in previous studies,
to provide a centralized platform for efficient data collection,
analysis, and sharing among vehicles, leading to improved
safety and optimized platoon performance.

Researchers in [10] present a truck platooning that is
facilitated by secure publish/subscribe system based on smart
contract in autonomous vehicles. The truck platoons in this
architecture are utilized as brokers of the publish/subscribe
system for realizing an efficient and secure publish/subscribe
system. The cloud server they adopt in their architecture
acts as the authority platform that can show the publish
information to the autonomous driving vehicles (ADV) and
help the subscriber to choose an optimal broker to obtain
the content. Our proposed solution for vehicle platooning
also utilizes a secure publish/subscribe model to efficiently
distribute information among vehicles.

Several frameworks [11], [12] use roadside units (RSU)
to enable fleet management by sending diagnostics to the
cloud, and then identifying issues on individual vehicles or
the entire platoon. A cloud enabled network has been used for
monitoring message exchange, performing data analytics and
measuring the network Key Performance Indicators (KPIs).
The proposed architecture for vehicle platooning also lever-
ages the advantages of a cloud-enabled network by monitor-
ing of message exchange and measurement of KPIs for the
optimization of platoon performance.

The implementation in this paper is in line with the existing
research on cloud-enabled platooning, leveraging several of
its positive aspects such as collecting, analyzing, and sharing
data amongst vehicles, efficient and secure distribution of
information between the platoon and monitoring of message
exchanges. By utilizing cloud services, this implementation
can monitor the safety and stability of the platoon, as well
as measure the platoon’s performance metrics through KPIs.
Additionally, it also allows for the cloud to interact with the
platoon in emergency scenarios and dynamically scale the
system up or down, according to the demand exerted on it.



B. Security in platooning

In order to ensure security of the messages in V2X com-
munications, asymmetric cryptography is used in conjunction
with a public key infrastructure (PKI) for managing security
credentials [13], [14]. In PKI, secure exchange of messages
over the network is facilitated by an asymmetric key pair
and a certificate. The certificate contains the public key with
vehicle communication specific attributes such as ID and is
signed by the key issuing. In our paper, we present how
we use asymmetric cryptography/PKI as a way to ensure
the authentication and integrity of the messages that are
transmitted between the vehicles and other parties involved
in vehicle platooning.

There also has been several standardization efforts to ensure
security in V2X communications. For instance, IEEE has
introduced V2X communications by the WAVE (wireless
access in vehicular environments) protocol [15]. ETSI has
also developed standards for V2X communications called
the ETSI-ITS (ETSI intelligent transport system) [16]. This
standard includes an overall architecture, a protocol stack as
well as security requirements and mechanisms. The proposed
model in this paper adheres to the standardization of security
mechanisms related but not limited to management of trust
within the communications and of all parties involved in the
platooning, protection of sensitive data through data encryp-
tion, active measures against known attacks such as message
replay attacks and usage of established cryptographic systems
such as Advanced Encryption Standard(AES) with a key size
of 256 bits.

Both ETSI ITS (Europe) and IEEE 1609.2 (U.S.) standards
recommend the usage of PKI for providing security in V2X
safety applications. Both of these standards mandate the usage
of Elliptic Curve Digital Signature Algorithm (ECDSA) for
faster authentication and non-repudiation at the cost of compu-
tationally expensive operations. There are several PKI schemes
like the PRESERVE [17], [18] that proposed the deployment
of a PKI-based V2X security system based on ETSI ITS
architecture. This implementation is compatible with IEEE
1609 and ETSI certificate formats, and both infrastructure
and vehicle certificates are based on ECC-256 keys. In our
architecture, we will be analyzing the steps implemented to
ensure the security and safety of the communications, as well
as measure the performance impact of the defined steps in
vehicle platooning.

C. Novelty of this work

This paper presents a real-time cloud architecture for secure
vehicle platooning that leverages the benefits of cloud comput-
ing to enable secure communication between vehicles, while
also ensuring an available and reliable system that facilitates
communication between vehicles. Our approach addresses
the secure communication challenges related to platooning,
and we evaluate the impact of the proposed real-time cloud
architecture on the stability of the platoon.

In addition to analyzing the randomness of AES 256 bit
cryptographic keys using the NIST statistical test suite, we

provide a comprehensive time analysis of our architecture.
This includes measuring the execution time of digital signature
creation, comparing communication delay of the cloud-based
system to a non-cloud system, measuring the communication
delay on emergency message broadcast between the platoon,
and assessing if the communication delay in the proposed
model is sufficient to handle the stability and safety of the
platoon.

Furthermore, our system model utilizes the cloud to deploy
the services required for our architecture and utilizes cloud
services to dynamically scale the infrastructure up and down as
needed and required by the demand of vehicle platooning. This
not only ensures the availability and reliability of the system,
but also provides a cost-effective solution. Our work makes
significant contributions to the field of vehicle platooning
by presenting an architecture that addresses the challenges
of secure communications through the utilization of cloud
computing and advanced cryptography, while also providing a
dynamic, scalable, and cost-effective infrastructure for vehicle
platooning.

III. RT CLOUD FRAMEWORK FOR SECURE PLATOONING

The proposed vehicle platooning system model involves a
Platoon Session Manager(PSM) that is a cloud-hosted REST
API on Amazon Web Services(AWS) cloud on an EC2 In-
stance and managed by AWS Elastic Beanstalk. To join a
vehicle platoon that is headed to a specific destination(Figure
2: vehicles in the middle), a car makes an HTTPS request to
the PSM. Before allowing the car to join the session, the PSM
validates the car’s certificate and checks if the root certificate
authority(CA) that signed the car’s certificate is known and
trusted. Similarly, the car also validates the PSM certificate by
checking if the root CA that signed the certificate is known and
trusted. This mutual certificate validation ensures secure and
authenticated communication between the car and the PSM.

Once the mutual certificate validation is successfully per-
formed, the car can specify its request to join the session
through a POST operation to the path api/Session/JoinSession
in JavaScript Object Notation (JSON) format with a request
body that contains the session unique identifier the car wants
to join, the public key information of the car to be used during
the session, and the type of public key (RSA or ECC).

After receiving the POST request body(Figure 2: right side
of PSM), the PSM generates a unique identifier for the car
and aggregates information about the session, including the
information about the cars that are already in the platoon
(public key’s of the cars and unique identifier’s), the MQTT-
SN Broker address and the MQTT-SN topic identifier for the
current running session, the AES 256 bits symmetric key and
initialization vector to be used for encryption/decryption of
messages, and the hashing algorithm to be used. The symmet-
ric key/initialization vector is generated by the PSM when the
session starts, and it’s generated internally, which means that
no malicious attacker can interfere with the generation process.
The symmetric key/initialization vector generation does not
take into account any platoon related attribute, which means
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Fig. 2. System model of the proposed secure platooning architecture portraying the security steps in the event of a new vehicle (left end) trying to join the

platooning session

that there is no possibility for a malicious attacker to have any
platoon related information that would create a heuristic that
could weaken the randomness of the key/initialization vector.
The generation uses a cryptographically secure pseudorandom
number generator (CSPRNG).

The PSM then creates a new message of type "NewCarOnS-
ession’ and runs the message through a security pipeline. The
security pipeline for sending a message contains several stages,
including the generation of a secure message that contains the
’NewCarOnSession’ message, the serialization of the secure
message using the MessagePack binary serialization format,
the hashing of the serialized message using the hashing algo-
rithm of the session, the creation of a digital signature using a
private key, and the creation of a new secure packet containing
the serialized secure message and the digital signature of the
packet. Finally, the content of the secure packet is encrypted
using the AES 256 bits session key. After that, the message
is published on the MQTT Broker and on the topic of the
session.

When the other cars that are already on the session receive
the message, they run the received message through the
security pipeline(Figure 2: last vehicle on the right side) that
has the following stages: first, it decrypts the message with the
session symmetric key/initialization vector, then it deserializes
the decrypted content, then it checks the unique identifier
present on the packet and verifies if that unique identifier
belongs to the current session. If it does, the public key corre-
sponding to the entity that has that unique identifier is grabbed.
Then, a hash is generated out of the received message, and
the digital signature of the packet is verified using the public
key. The message is also verified to ensure that it has not
been replayed by using the hash of the message. Finally, the
message is deserialized, interpreted, and the information about

the new car that is joining is added to the current in-memory
information of the session.

After this has been done, the PSM responds back to the car
that requested to join the session with the entire information
about it, which then allows the car to join the platoon.

While on the session, the cars communicate with each other
through an MQTT-SN broker that is hosted on the AWS cloud
in an EC2 instance and managed by AWS Elastic Beanstalk.
The MQTT-SN broker acts as a communication hub, allowing
cars to send and receive messages between each other. Every
message that is sent or received by the cars has to go through
the security pipeline previously described.

The system model aformentioned allows for a number of
security features that ensure the integrity, confidentiality, and
availability of the system. By requiring authentication before
allowing a car to join a session, the system ensures that only
valid cars can participate, preventing unauthorized access to
the system. In addition, by allowing only cars that are already
part of the session to communicate with each other, the system
provides a level of confidentiality that prevents eavesdropping
on communication between cars. Furthermore, the system’s
design ensures that the system is available by allowing cars
to communicate with each other in real-time, enabling the
system to be responsive to changing conditions on the road.
The system model also uses cloud-deployed services managed
by AWS Elastic Beanstalk. This management service from
AWS can scale up or down the infrastructure as needed, based
on the high load within the PSM and the platooning system.
This ensures that the system can handle the necessary pro-
cessing and communication requirements while maintaining
high availability and reliability. By leveraging AWS Elastic
Beanstalk, the system can seamlessly adjust to the changing
demands, making it a highly scalable and efficient solution.



Overall, the system model provides a secure and reliable
framework for connected car technology.

IV. USE CASE SCENARIOS

In this section we present two use cases that are vital
in any platooning scenario. Firstly, we present the platoon
session joining use case, where a new vehicle tries to join
the platoon by connecting itself with the platooning session
manager. Secondly, the emergency braking use case, where the
leader vehicle anticipates a collision and sends an emergency
brake message to the entire platoon.

A. Platoon session joining scenario

The use case of platoon session joining is an important use
case of the system model for vehicle platooning. It involves a
car requesting to join a platooning session(Figure 3: vehicle
on the left), and the PSM validating the car’s certificate and
ensuring that it is authorized to join the session. Similarly,
the car validates the PSM certificate to ensure that it is
communicating with a legitimate PSM.

Once the car is authorized to join the session, the PSM emits
a message to the other cars already on the session(Figure 3:
vehicles on the right) using the security pipeline, providing
them with information about the new vehicle that is joining
the session. This message includes information such as the car
unique identifier and public key. After the message is sent,
the PSM responds back to the car that requested to join with
information about the session, such as the session symmetric
key and the other cars already on the session. This information
allows the car to communicate securely with the other cars on
the session.
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Fig. 3. Vehicle on the left requests the PSM to join the session, PSM emits
a message to the platoon that a new car is joining and the requesting vehicle
receives information about the platoon session

Security

When a new vehicle joins in a platoon it is vital to coor-
dinate the actions and maintain safe inter-vehicle distances,
therefore, they must communicate with each other. It must be
noted that several delays can affect the stability of the platoon.
The communication delay between vehicle a and b can be
modeled as:

Dtop =0+ pDop+ ¢ (D

where, § is the communication delay between vehicle a and
vehicle b, p is the delay due to processing and transmission,
D, is the the distance between vehicle a and vehicle b and ¢
is the random delay due to fluctuations in the communication
channel.

The value of p has to be defined in order to ensure a minimal
level of determinism for enabling this time critical applica-
tion. This value also encompasses several overheads namely
the security overhead (encryption, hash, digital signature,
decryption), the processing overhead and acknowledgement
overheads. In this work, we provide analysis towards these
security overheads pertaining to vehicular platooning.

This use case is important for ensuring that the platooning
system remains secure and efficient while allowing new cars
to join a running session. By validating certificates and using
a secure communication pipeline, the system model is able to
ensure that only authorized cars can join a session and that all
communication within the session is secure.

B. Emergency braking

The emergency braking use case is a crucial one that
ensures the stability of vehicles in a platooning session. It
involves a scenario where a car detects a road situation that
requires an immediate emergency brake(Figure 4: vehicle on
the left). Once this is detected, the car generates a new
message and publishes it to MQTT-SN and to the current
platooning session(Figure 5: vehicles on the right). This mes-
sage contains critical information about the emergency brake
and is sent securely using the security pipeline that includes
hashing, digital signature creation/validation, and symmetric
encryption/decryption to ensure authenticity, confidentiality,
and prevention of replay attacks.

The message is then received by all the other cars in
the platooning session, alerting them of the emergency brake
situation. This ensures that all the cars can take appropriate and
timely action’s to avoid any accidents. The use of the security
pipeline guarantees that the message is received and processed
in a secure manner, minimizing the risk of any malicious actors
tampering with or intercepting the message.

Received Emergency
Brake message

Emergency |
Brake message

Approachiné .
Vehicle

Fig. 4. Leader vehicle detects an emergency situation and notifies the other
vehicles about an emergency braking



Apart from averting catastrophic events like accidents,
timely reception of emergency messages and actuation aid
in ensuring the stability of the platoon. There is stability
criterion for a vehicular platoon which must be satisfied for
the platoon to be considered stable. This stability criterion
is defined based on the eigenvalues and eigenvectors of the
corresponding linearised platoon model. This defines the small
perturbations around the steady-state behavior of the platoon.
The eigenvalues represent the growth rates or decay rates
of these perturbations, and the eigenvectors represent the
corresponding modes of vibration or oscillation.

The stability criterion for a n-vehicle platoon can be given
by:

An = Re(Sy) >0 )

where, A, is the eigenvalue of the n-th platoon, .S, is the
corresponding eigenvector, and Re() denotes the real part of
the complex number. Several works [19], [20] in the literature
use the foundation of the Gersgorin Disk Criterion to validate
the stability of the platoon. One of the recent works [21]
studies the influence of topology and delay on their internal
stability. The platoon stability was investigated by measuring
the platoon internal stability index, based eigenvalues of the
topology. The worst case delay values generated from this
work have been used as a baseline to study and validate the
efficiency of our proposed framework in the emergency brake
scenario.

V. PERFORMANCE ANALYSIS

This section discusses in detail the performance parameters
and test scenarios that are aimed at evaluating and validating
the efficiency of the proposed system.

« Key bit randomness: This performance metric shows the
randomness amongst the key bits that are generated in
every session for AES 256-bit keys. Higher level of
randomness helps in reducing the possibility of cracking
the generated keys.

« Digital signature execution time: This performance metric
shows how much time it takes to create a digital signa-
ture. This showcases the execution time exclusively to
implement a security algorithm

o Emergency braking latency: This scenario measures the
time it takes for an emergency braking message to be
transmitted from the leader vehicle to the platoon, and
for the message to be received by a vehicle in the
session. This measurement is taken for both cloud and
edge deployments of the system. The results will provide
insights into the time delay of transmitting emergency
messages in different deployment scenarios, which is
crucial for ensuring the stability and security of the
platoon.

o Session joining latency: This is a performance analysis
that measures the time it takes for a new vehicle to join
a platoon session, comparing the system’s deployment
on the cloud versus on the edge. The PSM is responsible

for handling the joining process, and the measurement is
taken from the moment a vehicle requests to join until an
existing vehicle in the session receives a message about
the new arrival.

o Cloud impact on stability of vehicle platoons: This is a
scenario to evaluate the impact of a cloud deployment
on our system model and on the platoon stability. We
compared our results with the acceptable time delay
thresholds proposed in previous studies. This scenario
provides insights into the impact that the proposed system
model has on the overall integrity of vehicle platooning.

A. Key bit randomness

To verify the randomness in the keys generated, we used
the standard randomness test suite from NIST [22]. The
NIST statistical suite provides a set of 16 tests to verify
the randomness, among them we use 6 tests to verify the
effectiveness of our generated keys. The P-value represents
the probability that a perfectly tuned random number generator
would have produced a sequence less random than the input
sequence that is tested. To pass the test, all p-values must be
greater than 0.01. Some of the tests of this suite needed larger
input bit stream, hence we chose the tests that are appropriate
for our dataset.

NIST Tests K-1 K-2 | K-3 K-4 | K-5
Frequency Test 0,38 | 0,71 0,62 | 0,38 | 0,05
Block Frequency Test 0,64 | 092 | 0,78 | 0,07 | 0,13
Cumulative SUMS (FWD) | 0,42 | 0,80 | 091 | 0,21 | 0,09
Cumulative SUMS (REV) | 0,18 | 0,97 | 0,75 | 0,75 | 0,09
Runs 0,11 | 0,80 | 0,11 | 0,19 | 0,37
FFT 042 | 0,82 | 0,73 | 0,14 | 0,73
ABLE IT

NIST P-VALUES FOR 256-BIT KEYS GENERATED FOR AES ALGORITHM
HAVING SATISFIED THE THRESHOLD OF 0.01 TO PROVE RANDOMNESS

The aforementioned table presents the p-values of 256-bits
keys generated for AES algorithm for 5 keys(K-1, K-2, K-3,
K-4, K-5). It is evident that the keys generated during every
session in the platoon using our architecture have p values
that are larger than the threshold of 0.01 to pass the test.
This specific threshold indicates that the generated secret bit
streams are completely random, with a confidence of 99%.
This large randomness increases the complexity of cracking
the keys by any eavesdropper.

B. Digital signature execution time

The aim of this experiment is to see what will be the exact
time to establish a digital signature. For this experiment we
compare the algorithms ECC and RSA. Based on the results
obtained in Figure 5, we can see that on average, the creation
of a digital signature with ECC 256 bits is 35,88% faster than
RSA 3072 bits.

This behavior is because of the difference in key sizes that
is required to obtain the same security level. In order to obtain
the same security level with a digital signature created by
RSA with 3072 bits, ECC requires a 256 bits key, which
leads to a less computational expensive operation [23]. In
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Fig. 5. Digital signature execution time for creating a digital signature with
ECC 256 bits and RSA 3072 bits for a packet size of 468 bytes

our experiments, we have found that RSA is slightly faster
in digital signature verification than ECC, but the difference
in digital signature verification is much smaller compared to
the performance gap in digital signature creation, indicating
that ECC is the superior choice in terms of digital signature
operations. Overall, this variation in the execution time will
have a direct impact in a real-time platooning scenario.

C. Emergency braking latency

This performance analysis measures emergency braking
message propagation time from the leader vehicle to a platoon
vehicle. The results compare system performance in cloud
and edge deployments, highlighting the impact of network
proximity and architecture on system latency.
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Fig. 6. Emergency braking message propagation time from leader vehicle to
platoon vehicle with cloud deployment and edge deployment

The results of this performance analysis demonstrate that
the emergency braking message propagation is significantly
faster when deployed on edge compared to when deployed
on the cloud. The 15 samples taken show an average time
of 59.0 milliseconds on the cloud and 31.67 milliseconds
on edge, indicating that emergency braking on the edge is
86.53% faster than on the cloud. These results happen due to
the difference in network architecture and proximity, as the
edge deployment leverages a more geographically proximate
network connection. In contrast, the cloud deployment relies
on an internet-based connection that is located farther away

from the platoon, resulting in a longer latency for emergency
braking message propagation.

D. Session joining latency

This analysis aims to evaluate the latency of the process
for a car to join a platoon session with a cloud and edge
deployment approach.
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Fig. 7. Cloud and edge deployment time duration from vehicle request to
join session, until platoon car receives notification of new car joining

The results of this performance analysis indicate that the
deployment of a vehicle platooning system on the edge has
a faster joining time than the cloud deployment. The analysis
was based on 15 samples, which revealed that the average
joining time on the cloud was 183.4 milliseconds, while on
the edge it was 75,6 milliseconds. This means that, on average,
car joining time in the cloud is 121,3% more than car joining
time on the edge.

The performance analysis conducted on the system’s emer-
gency braking and session joining latency scenarios reveals
that there is a significant gap between cloud and edge deploy-
ments in the latter scenario. The reason for this is that the
session joining latency involves multiple steps, including an
HTTPS request to the PSM, a publication of a message to an
MQTT-SN broker by the PSM, and the subsequent receiving
of that message by another car in the platoon. This multistep
process contributes to a higher latency when deploying the
system on the cloud compared to the edge. In contrast,
the emergency braking latency scenario only involves the
publication of a single MQTT-SN message and its subsequent
receiving, which results in a smaller gap between the cloud
and edge deployments.

E. Cloud impact on stability of vehicle platoons

Several works provide numerical analysis towards platoon
stability and acceptable latencies in case of emergency brakes
[24]. In this test we utilize the numerical analysis of stability
in platooning developed in [21] and compare them with the
average communication delay resulting from our RT-cloud en-
abled platooning architecture. In order for the platoon internal
stability to be achieved, \,, must be at all times greater than 0.
The results showed that the platoon becomes less stable as both
delay and eigenvalue increase, and that a lower communication
delay is required for higher eigenvalue.



The graph in Figure 8 developed from the stability criterion
in [21] depicts the relationship between the maximum com-
munication delay and the eigen values for platoon internal
stability, with the A, threshold represented by a red line. The
Y-axis ranges from 0 to 0.5 seconds, with intervals of 0.1
seconds, while the X-axis ranges from 0 to 5 with intervals
of 1. By plotting an asymptotic line on this previous graph,
that represents the average communication delay on the cloud
for the emergency braking scenario, we can determine that the
proposed system model is safe, reliable and functional when
applied to vehicle platooning.

0,6

Worst case delay that causes instability

.............. Average delay that causes instability
Average delay using RT cloud
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Average communication delay of 59 ms using our RT-cloud secure framework

Worst-case delay leading to instability
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Fig. 8. Comparing the average communication delay of or RT-cloud secure
model with the numerical analysis of the maximum Communication Delay
that leads to instability of Platoon developed in [21]

Based on the analysis conducted in the scenario emergency
braking latency which showed an average communication
delay between vehicles of 59 milliseconds(0.059 seconds) on
the cloud, it can be concluded that the system model is safe
and functional when applied to vehicle platooning. This is
supported by the fact that when plotted on the graph of the
previous study, the communication delay required for platoon
stability always exceeds the communication delay observed in
the cloud deployment.

String stability is a crucial aspect of platooning, as it
ensures that vehicles maintain a safe distance and travel in
a coordinated manner. In order to ensure string stability in
vehicle platooning, communication delay must be as minimal
as possible. According to the studies in [25], string stability
can be achieved when the preceding vehicle communication
delay is between an upper bound and a lower bound of 1.2
seconds and 80 milliseconds. The analysis conducted in the
emergency braking latency scenario shows that the average
communication delay between vehicles on the cloud is only 59
milliseconds. This finding suggests that the proposed system
model is safe and effectively maintains the string stability of
the platoon.

Comparing the results of the session joining latency sce-
nario to those of previous studies is not appropriate, as the
former focuses on the joining process itself, which does not

involve the exchange of control messages between vehicles.
In contrast, the presented studies focus on delay of messages
that are transmitted between vehicles in a platoon while they
are travelling, which is critical for ensuring the stability of
the platoon on the road. Therefore, the session joining latency
scenario should be seen as a separate scenario that reflects the
delay incurred by a vehicle joining an existing platoon, rather
than as a benchmark for the platoon’s overall performance
during travel.

VI. CONCLUSION

In this paper, we present a real-time cloud architecture to
facilitate security in a platooning system. We used the NIST
statistical tool to show the randomness of the keys generated
using our security architecture. We measured the impact of
the architecture in the stability of the platoon. Furthermore,
we were able to concur that a cloud deployment as a bigger
communication delay in the platoon than an edge deployment,
but the overall impact did not affect the stability of the platoon,
demonstrating that it is a fitting architecture to ensure a reliable
and safe system. As a future scope, we intend to develop
a dynamic security algorithm switching architecture that can
change the digital signature algorithms on real time based on
the security overheads.
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